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Abstract

The purpose of this research is to collect and compile all the information about
Markof chains process includes the application for the one who interest in this topic.
This research are divided into 3 main parts as follow: the first part is based on the
fundamental theory on Markov chains process such as stochastic process, Markov
decision process and the distribution. The second part is about the study on Markov
chains process which was used in business including the tramsition probability,
transient state, steady state and absorbing state. The last part deals with the application
of Markov chains in business.

The result of this study is to provide the knowledge and benefit of Markov
chains in business in the three parts : marketing plan, personnel planning and debt

analysis planning by using the probability in Markov chains process.



