d‘ A a a J J a A 1% vAa 9 o a 4
¥oI30INNHNUS mMyo1usurhauuuoa Tuiia Taslauuusiaesdamuansas i

a

N1y Wy NAAYY 133 TULTIAANA

q

Syan Aennssumaasumtiaga Gaanssu i)

c’d’ a a d a Jd A o
6ﬁﬂ§ﬂﬂﬂ§ﬂﬂ1]ﬂﬂTﬂWNﬁ TIAAT. UNUD FIDINU

UNAAELD

[ a A I A Ao & o [ P A Y =\ [
maousurndluadsensutudvsuaoumsainmsdearsdlredes lueaanso

v
Av AN

) 9 9 o 1 a A [ A o d‘ 9 o
nszinla Tuaddediveldinaueszuumsemsulihnuunda Tulda mindiyan latmue
Y, Yy oy Ay v < A Ao SA o )
13 Taoldinesdoyan Iaidunwndou lvaunniu szuufisudunnmsasrndulowiaulu
Y
uaazilsugdnm Taemsldduwnuvesdin uaz msutsngudle FCM nniusiimsaauen
' Aa A a ' Aa A 9 =
wuRNIEd@INUsnaNusSuYInesnvnaduddioug Tagnmslenisudasad uag mMs
] 1 9 =) 3 d! LY 1 9 a a A d' [ 9 d!
119ngNA28 FCM 8nafanile manvazauansan laninusnasuidihnidanen’la a
9 o 9) o a o Aaov dy 9 ] [~
wlFlumsszymmalaglduuniassdamumnsiaon Tuamideilausmsnaassesniu
aeadunan laun Msousudindled 5 a1 uazmsousuriindledr 10 a1 Taeluua
[ 1 [~ (] 1 [
azMInNAaoIanIzgnuiteenilumMInaaeges 3 MInaaed NINAABILTN IALN NTOIU
a A 9 =~ = A 9 ' ' a A 9
sutlthnnndyariissnu@er minaassiaedlaun mserusirnandyanalenu uazns
4 A 1 a A 9 A 1 <3 1 A Ao 1
naaesgaiene nseusirihnnndyanszun lumafiuuineu (MFenGenimnadou

HUUUDA)

HAMINARIN 14 dmSumsnaaeusn 1anugndssgegaiosas 92.00 dmsums
ewsuHhnndguaiissnuder Tianugndesgegeiosas 70.80 dmsumseusuilin
nngyanateau uazIianugndesgegaiovas 59.33 dmsumsnadeunuuven wazlu

msnaaesiaos Ianugndssgegadosas 77.00 dmsumserusuiihnnndyaiiisann



fen Idanugndssgegaiosas 60.50 dmsumseiusiuiinandwanateau uazlianm
Y 9 ) o Y 1
gndedgagaiosas 22.33 dmSuMsnadeuuuUUen MNNanIInaaedalliHuNsE Y
U a A [ cwady 9 Iy o 1 a A 9 ~ =) Y A
myesuihauuuda Twiai s laasumsesirihnnndwaiisenuae) uaz 1nai
o Y o ] a A 9 1 1 A 9 v 9 A 1 =
gous v lanumsosuiihnnngyarateau ua limingiee Isnunudyansz oy lunemiu

1 4 o 1 ' 1 @ 1 o v 3
UINoU Lﬁmmﬂ ﬂ']'isllﬂ‘]J‘]JTﬂsllﬂQé}mﬂllﬁagﬂuﬂﬂu%}']ﬂﬁ"ﬁﬂullﬁ??%%mﬂﬂ’uﬁﬂ?ﬂuﬂ@’]i\l



Thesis Title Automatic Lip Reading Using Hidden Markov Models
Author Mr. Kittichai Wantanajittikul
Degree Master of Engineering (Electrical Engineering)
Thesis Advisor Assoc.Prof.Dr. Nipon Theera-Umpon
Abstract

Lip reading is an important research in some situations which the audio can not
be used. This work proposes the automatic lip reading system which recognizes the
assigned words using only video of human lips (without any audio part). This system
starts from the face detection in each frame of image sequences by using skin color
models and FCM clustering. Then lip regions are separated by using color
transformation and FCM clustering again. Static and dynamic features are extracted
from lip regions. These features are used in HMMs to recognize the assigned words.
In this work, the experiment is divided into two main parts. For the first part, this
system is used for classifying the five assigned words. And for the second part, this
system is used for classifying the ten assigned words. In each main part of the
experiment, it is divided into three sub sections. For the first sub section this system is
tested with single speaker (The system is trained and tested by one speaker.). For the
second sub section, this system is used by grouping the data from all speakers and
dividing them into the training data and the testing data. And for the last experiment,

this system is trained by four speakers and tested by another speaker (Blind test).

The results of the first main experiment achieve 92.00% maximum accuracy for
the single speaker, 70.80% accuracy for multi speakers and 59.33% maximum
accuracy for the blind tests. The results of the second main experiment achieve



77.00% maximum accuracy for the single speaker, 60.50% accuracy for multi
speakers and 22.33% maximum accuracy for the blind tests. All recognition rates
show that the system works great for using with single speaker and acceptable for
using with multi-speakers. But this system gives the unsatisfying results when it is
used with unknown speakers because the movements of the lips from the different
speakers are quite distinct although they speak the same words.



