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ABSTRACT

This paper attempts to study the impacts of Economic and quality of life on income
distribution of Thailand. The objective was to investigate and compare the accuracy for
forecasting the income distribution between Vector Autoregression method and Bayesian Vector
Autoregression method. Seven variables were included in this study, including: gini coefficient,
gross national income per capita, inflation rate, unemployment rate, students as a percentage of
school-age population and degree of openness. Annual data over the 20 years from 1990 to 2009
was utilized. Four techniques were employed, including unit root test, Vector Autoregression
method, Bayesian Vector Autoregression method and the comparison of forecasting model
accuracy by calculating the value of root mean squared error.

A unit root test, using Augmented Dickey-Fuller (ADF) Test and Phillips-Perron (PP)
test with trend and intercept model, revealed that gini coefficient and Economics and quality of
life variables were stationary, to a statistically significant degree.

For the relationship model, revealed VAR (1) model and BVAR (1) model are the

optimal forecasting models. The VAR (1) model found that gini coefficient at time t has a



negative relationship with gini coefficient at time t-1, to a statistically significant degree and with
a 99% confidence level and has a positive relationship with the unemployment rate at time t-1, to
a statistically significant degree and with a 90% confidence level. For BVAR (1) model, found
that gini coefficient at time t has not the relationship, to a statistically significant degree, with all
Economics and quality of life variables at time t-1.

The results of a comparison of forecasting model accuracy between VAR (1) model and
BVAR (1) model by calculating the value of root mean squared error found that BVAR (1) model
was appropriate for forecasting gini coefficient in 1* 4" years. However, for forecasting gini

coefficient in 5" year, VAR (1) model was more appropriate.



